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Boris A. Mosienko 
 

Siberian Research Institute of Geology, Geophysics and Mineral Resources, Krasnii pr. 67, Novosibirsk, 630104 Russia. 
 

Accepted 26 September, 2013 
 

This work had been devoted to the problem of the nature of forces between molecules of second liquid. 
A hypothesis of the internuclear interaction of atoms was proposed. But this hypothesis turned out to 
be suitable also for the interpretation of the chemical covalent bond. It was offered a new model of 
hydrogen molecule, based on the corpuscular properties of electrons (together with the wave ones). 
This model did not yield to the interpretation with electromagnetic interaction, but could be explained 
with internuclear forces. A method of the experimental check-up of the proposed hypothesis was 
pointed out.  
 
Key words: Second liquid, π-mesons, chemical covalent bond, hydrogen molecule model, proton accelerator. 

 
 
INTRODUCTION 
 
In the beginning of the 20

th
 century liquid was considered 

nonstructural (that is, similar to very dense gas). But as it 
was proved by experiment in 1933, liquid had 
complicated intermolecular structure (Bernal and Fowler, 
1933). This was the first important broadening of our 
notions of liquid. From that time on, the liquid structure is 
studying in many scientific laboratories of the world 
(Turnbull, 1952; Reichert et al., 2000).  

The second broadening had been developed for a long 
time in some stages; it was concerned with phase 
transitions of the first kind, in particular, with melting. It 
turned out that, the melting of crystal on its surface 
begins at the temperature essentially more low than it 
was considered before. This phenomenon for the first 
time was noticed and studied by M. Faraday (1850), but 
the results of his investigations did not gain recognition at 
that time. The existence of this phenomenon was 
definitely proved experimentally in 1985 only; it was 
named “premelting” (Dash et al., 1995).  

Premelting of ice enables one to interpret plenty of 
natural phenomena (the flow of glaciers, ice slippery, 
heaving of frozen ground etc). Investigations on these 
subjects were carried out now on a large scale in many 
countries (Bluhm et al., 2002; Engemann et al., 2004).  

 Author of this article has made an attempt to extend 
further our notions  of  liquid.  It  is  considered  now  that, 

sublimation is a direct transition from solid (crystalline) 
state of matter into gas. The author has propounded and 
substantiated the principle of least time for first-order 
phase transition; it is shown by means of this principle 
that, sublimation goes in two steps through a certain 
intermediate state in the form of surface film. It is 
concluded that, this film consists of nonstructural liquid 
like matter which is a certain antipode of liquid; this liquid 
like state of matter is named “second liquid” (Mosienko, 
2008, 2009). 

Subsequently, the mentioned subject is continued and 
developed. It is assumed from theoretical reasons, that 
second liquid can exist in all area of ordinary liquid. The 
point comes to the sizes of liquid objects: if only one 
dimension of a liquid object does not exceed a certain 
critical size, it has to consist of second liquid. This 
conclusion ought to be of important applied significance. 
It is shown that the second liquid conception could throw 
light upon the following problems:  
 
1) the cause of uniquity of solid nanomaterial properties; 
2) the ion-induced nucleation in atmosphere;  
3) some unusual properties of liquid water in nanocavities 
(particularly, in the cells of living organisms) (Mosienko, 
2012).  
The notion of second liquid cannot be  completed,  till  the 

 

Email: b.mosienko@ngs.ru. 



 
 
 
 
problem of the nature of forces between its molecules will 
be solved. An assumption which contains the appropriate 
solution is proposed in the paper. However, it turned out 
that, this solution is suitable for explanation of the 
chemical covalent bonding. So, we have come up to 
more important topic (a different interpretation of covalent 
bond) which became the main subject of the article. The 
critical remarks of the existent interpretation of covalent 
bond have been adduced; a new model of hydrogen 
molecule has been presented. 
 
 
ASSUMPTION ON INTERNUCLEUS FORCES  
  
As known, the Mechanism M1 is due to Van der Waals’ 
(London's) forces, that is, to electromagnetic interaction. 
But which interaction is the Mechanism M2 to due?  

At present, four fundamental interactions of nature are 
known: gravitational, electromagnetic, strong nuclear and 
weak nuclear interaction. The gravitational interaction of 
atoms and molecules is insignificant, one can disregard 
them. The nuclear interactions display themselves inside 
atomic nuclei only. There is electromagnetic interaction 
which is left; it is known that, first of all, the existence of 
atoms themselves is caused by this interaction. Van der 
Waals’ forces are due to electromagnetic interaction too. 
Besides, the chemical bond between atoms in molecule 
is explained by this interaction.  

If one would suppose that, Mechanism M2 also is due 
to electromagnetic interaction, the question would arise: if 
there is too much demand from electromagnetic 
interaction? But the great thing is not this quantitative 
aspect of the problem. The most important point is the 
following: liquid and second liquid are some antipodes by 
their physical properties, mechanisms of their 
intermolecular forces scarcely could be within the 
framework of the same fundamental interaction. So, we 
are forced to seek and bring in some new suitable 
fundamental interaction.  
Could one be able to search for a source of these 

forces? We have a small choice: 
 

i) Atom of any substance consists of a nucleus and 
surrounding electrons (electron cloud). It is considered 
that, Van der Waals’ forces are due to the configuration 
of electron cloud as the element which is more light and 
mobile in comparison with atomic nucleus. Therefore, it is 
necessary to look for a source of sought-for forces in 
atomic nuclei. 
ii) Atomic nucleus consists of protons and neutrons. It is 
known that, internuclear distances of molecules hydrogen 
(H2) and deuterium (D2) are equal; it is the experimental 
fact (Erdey-Grus, 1973). Since the D2 atomic nucleus 
contains neutron, and the H2 atomic nucleus does not 
contain it we may conclude that, neutrons cannot take 
part in the formation of sought for forces. So, this source 
must be found in protons. Protons (together with 
neutrons) are the source of nuclear forces. 

Mosienko          1825 
 
 
 

The carriers of the nuclear forces are considered the 
virtual π-mesons with a mass of about 300 me, where me 
is electron mass. The effective range r of the nuclear 
forces is determined by the mass m of the carriers (π-
mesons): 
 
r = h/mc, 
 
where h is Planck constant and c is the velocity of the 
light.  

It is known that, the size of the atomic nucleus is 
approximately in 10

5
 times less than the size of atom. Let 

us assume that, protons of atomic nuclei give off 
(together with virtual π

0
-mesons) some light-weight and 

electroneutral virtual x
0
-mesons of the mass (300me)/10

5 

= 0.003me. In this case, we would receive a new force 
analogous with the nuclear force. This force operates 
between the nuclei of the neighboring (that is, being in 
contact) atoms. It might be called internuclear force. 

 
 
CHEMICAL COVALENT BOND 

 
It is clear that, now we cannot pass over the problem of 
chemical bond. Indeed, if atomic nuclei are the source of 
some internuclear forces, these forces must manifest 
themselves not only in the mutual attraction of the second 
liquid molecules, but still to a greater extent  in the mutual 
attraction of atoms in molecules, since in this case, the 
distances between nuclei are less. Thus, we come to the 
possibility of existence of another source of the chemical 
covalent bond.  

 
 
On the existent notions of covalent bond 

 
As it is known, Schrӧdinger equation is the wave 
equation; it takes into account the wave properties of 
electrons only, but the corpuscular ones remain in the 
background. Of course, there are considered just such 
waves which correspond to the electron momentum; 
none the least, this is the wave question. Meantime, 
electron, first of all, is a particle and already then it is a 
wave.  

It is considered that, to imagine a movement of electron 
in atom along a certain trajectory is impossible. W. 
Heisenberg (1927) especially insisted on this statement. 
But it is difficult to agree with that; many outstanding 
physicists (including Einstein, Planck, and Laue) 
considered it too categorical.  

Let us consider that, electron in molecule does not lose 
its individuality as a particle; we accept this statement by 
a way of postulate. We know that, the electron trajectory 
in molecule cannot be determined by real experiments. 
But we may use this notion in imaginary experiments; 
moreover, we shall construct a hydrogen molecule model 
with   the   aid   of   this   notion.  Of  course,  it  will  be  a  
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hypothetical model. However, according to Feynman 
(1965), the great thing is that, the consequences of our 
hypothesis can be compared with the results of 
experiments. Electron in atom has a definite wavelength, 
and this wavelength, according to de Broglie is given by: 
 

  = h/mv 
 
where h is Planck constant, m is the mass of electron, v 
is the electron velocity. The electron wave moves with a 
definite and constant velocity. If electron is in unexcited 
state, only one wavelength gets in around the nucleus on 
the surface of atom. The middle of this configuration can 
be considered the place where electron (as a particle) is 
found. So, we fancy the electron trajectory in atom while 
imagining the uniform motion of the wave on the 
circumference, let us remind of the essence of existent 
notions of chemical covalent bond. 

It is considered that, pair of shared electrons is drawn 
into the space between the two atomic nuclei. Here the 
negatively charged electrons are attracted to the positive 
charges of both nuclei. This overcomes the repulsion 
between the two positively charged nuclei of two atoms; 
just this overwhelming attraction is the covalent bond. 

But why are the shared electrons are drawn into the 
internuclear space? As known, the sharing of electrons 
means only that, electrons are on the same energy level 
(that is, they move on the same orbit); of course, by this 
they must repel each other in accordance with Coulomb 
law and, therefore, to be on the utmost distance from 
each other. Or else, their movement must be uniform and 
mutually coordinated. The drawing of electrons into 
internuclear space (that is, their mutual attraction) 
contradicts Coulomb law. However, one could agree with 
this, taking into account that, the mutual approach of 
electrons leads to a decrease of the potential energy of 
two atomic system on the whole. Much the worse is 
another thing: in such a case, the uniformity and mutually 
coordination around nuclei would be broken. Indeed, in 
order to create an abundant negative charge in the space 
between nuclei, electrons must slow down the movement 
in this space. One can see from de Broglie formula that, a 
decrease of the electron velocity must lead to an increase 
of their wavelength. Such behavior of electrons seems 
unnatural.  

The arguments adduced above, concern the 
corpuscular properties of electrons in molecule. 
Meantime, the conclusion about electrons, which are 
drawn into the space between two atomic nuclei, is 
received from Schrӧdinger equation which takes into 
account the wave properties of electrons only. 
Emphasize that, corpuscular-wave dualism is not ignored 
by this. But corpuscular properties of electrons are 
considered on the stage of the interpretation of 
Shrӧdinger equation solution. In our variant, they are 
considered on the stage of the model constructing (see 
the   following   section).   This   is    just    the   significant  

 
 
 
 
difference of the proposed approach from the existent one.   
 
 
A proposed model of hydrogen molecule 
 
We know that molecules are very stable constructions. 
One could put a question: why does it happen? The 
completed external electron shell of atom contains two 
electrons with opposite spins. Helium atoms have just 
such shells; that's why they have high strength and 
practically do not deform by collisions. It is quite naturally, 
that electrons behave in accordance with Coulomb law 
(that is, are on the greatest distances from one another) 
and with de Broglie formula. Such behavior of electrons 
corresponds to minimum of its potential energies. It is 
known that, electron of ion H2

+
 moves around its nuclei 

on the trajectory in the form of an eight.  
As known, the nature is simple in its own way: it does 

not make with much, what can be made with one. So, it is 
reasonable to expect that if, one will unite the said in two 
preceding paragraphs, it will be received a stable and 
strong construction of hydrogen molecule.  

Let us consider this in detail. The only electron of H2 on 
the lower energy level (in a unexcited state) moves 
around his nucleus so that the length of his wave is equal 
2πr0, where r0 is the atomic radius (Figure 1). As the 
electron shell is not closed, it is highly pliant and so easily 
deforms by collisions of atoms. Let atoms bring together 
(by collision) at a distance r0 (that is, in the two times 
nearer than at the quiet state) and let electrons have 
opposite spins. In this case, each electron can begin to 
move along a trajectory which embraces the both nuclei; 
this trajectory has a form of the eight. So, atoms find 
themselves connected in molecule (Figure 2). 
Incidentally, the wavelengths of electrons (and, 
consequently, their velocities) do not alter; but the form of 
each electron orbit turns into figure-of-eight. As to the 
coordination of electrons movement, it consists in the 
following: electrons move uniformly on the same orbit and 

in the same direction with the relative phase shift of /4. 
One could easily understand with Figure 3 that, electrons 
in any time are in diametrically opposed points in respect 
of one another, that is, on the greatest distance from one 
another in accordance with Coulomb law (the distance 
here must be understood in an integral meaning). This 
transition happens spontaneously with an emission of 
energy 435 kJ/mol; just this value determines the bond 
strength of hydrogen molecule.  

It is easy to understand that, a half of electron 
wavelength cannot form the closed construction around 
nucleus of individual atom: the beginning and the end of 
such construction cannot joint as they are in the different 
(opposite) phases. But this is possible for molecule: there 
is one half of the wave around each of atoms; besides, 
the beginning of the second half is in phase with the end 
of the first half, and the end of the second half is in phase 
with the beginning of the first one.  Indeed,  these  halves  



 
 
 
 
 

 
 

Figure 1. The model of hydrogen atom. Here, N is the 
nucleus of the atom, the electron orbit plane changes its 
disposition in the space by chance; therefore, the average 
density of the electron cloud on the surface of sphere is the 
same. 

 
 
 

 
  
Figure 2. The model of hydrogen 
molecule. It is as if the two globes which 
are put on the same axle, here N1 and N2 
are the nuclei of the molecule. If electron 
orbit plane (which has the form of an 
eight) rotates around the axis AB, the 
average density of the electron cloud 
must have an axial symmetry. Using by 
geographic terminology, one may say 
that this density does not depend on a 
meridian, but essentially depends on a 
latitude: it is minimal on the equators and 
maximal on the poles. (Pay attention, that 
the scales of Figures 1 and 2 are the 
same.) 
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Figure 3. The scheme of electrons movement along the 
hydrogen molecule orbit in the form of an eight. They 
are represented as the three electrons positions being 
at the quarter of an orbit period from each other.  

 
 
 
belong to the same wave, which at first was around atom 
but now is stationed in a different way (Figure 2). 

The eight-form of the electron trajectories of hydrogen 
molecule is a principal link of the proposed model. Such 
closed construction is a simple and reliable mechanism 
which connects the two identical atoms in molecule. It is 
suitable for all atoms having only one electron on the 
external orbit. Such successful finding of nature (a 
peculiar molecular lock), apparently, is realized also in 
more complicated cases. 

Note that, there are none of some intermediate stages 
between the states represented in Figures 1 and 2; 
otherwise, it is a typical quantum jump (analogous to the 
electron transition from the second energy level to the 
first one).  

Every one of the hydrogen molecule halves in the given 
model is analogous to helium atom in some respects: 
each electron shell of the both molecular halves consists 
of the two shared electrons and is closed. These shells 
cannot overlap because this contradicts to Pauli principle. 
Consequently, they have the high strength and, 
practically, do not deform by collisions. It is clear that, the 
traditional interpretation of covalent bond is unacceptable 
for the proposed model.  

Since electrons of our model move around nuclei on 
the same orbit (in the shape of an eight) with a constant 
speed, the average linear density of negative charge on 
the orbit is constant. If the orbit plane rotates uniformly 
around the axis AB, the electron cloud of molecule can 
be considered symmetric about AB. One can see that, 
the electron cloud of each half of hydrogen molecule is 
symmetric also about its equator plane; this means that, 
an interaction force of each nucleus with its electron 
cloud is equal zero.  

Let us appeal to the simplest molecular construction - 
ion H2

+
. Electrostatic interaction of the electron clouds 

(shells) of its halves also is equal to zero; indeed, there is 
only one electron on the orbit, therefore there is nothing 
to interact with it. So, electrostatic interaction of the 
halves of  this  construction  consists  of  a  nuclei  mutual  
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Figure 4. The scheme of an interaction of nucleus of 
ion H2

+ with the electron shell of another nucleus 
(aspect from the side); the electron shell is divided in 
6 latitude zones, numbers of which are pointed at 
the left side, the point D5 is the centre of the fifth 
zone; x5 is the distance from the centre C of ion to 

the point D5. 
 
 
 
repulsion with a force F1 and an attraction of each 
nucleus to the electron shell of other half with a force F2.  

Let us produce the results of such calculation (in the 
conditional units). Each nucleus is repelled from other 
one with Coulomb force: 
 

 
𝐹1 =

𝑒2

(2𝑟)2
= 0,25

𝑒2

𝑟2
= 0,25 𝑐𝑜𝑛𝑑. 𝑢𝑛. 

  
 
Here, r is the radius of sphere of the construction half. 

The force F2 can be calculated with the method of 
successive approaches; for this, it is a necessary 
preliminary to divide the spherical surface of the molecule 
half in several latitude rings of the same charge (Figure 
4). Let us replace the charge of each latitude ring (zone) 
by equal point charge situated at the centre of this zone. 
The force of interaction of nucleus with this charge of one 
zone is: 
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where, xk is the distance from the centre C of ion to the 
centre of the given zone. (The size of xk can be 
measured on figure similar to Figure 4.) So: 
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The calculation is fulfilled with four approaches by n = 3, 
6, 12, and 24. The results are presented in Table 1.  

It is clear that, successive approaches are quickly 
converged to the value which is approximately equals to 
0.19 cond. un. To sum up we have: F = F1 - F2 = 0.25 - 
0.19 = 0.06 cond. un. Thus, the halves of such 
construction are repelled from one other, that is, 
electrostatic interaction (in the given model) cannot 
explain the existence of ion H2

+
. Meantime, this ion 

exists, the energy of its chemical bond is equal 256 
kJ/mol; so, it is a very strong compound. But if one 
supposes that the nuclei of neutral atoms (or of the 
hydrogen molecule halves) are mutually attracted, 
everything falls into place.  

As one can see, electrons in the proposed model play 
"an administrative" role: they define on which minimal 
distance could bring together atomic nuclei. The source 
of interaction forces of atoms (or of the molecule parts) is 
in atomic nuclei. Emphasize, that just the imaginary 
experiment, where the notion of the electron trajectory in 
atom is considered quite reasonable and acceptable, has 
led to the hydrogen molecule model described above. 
However, it is the very case when the consequence of 
the hypothesis can be compared with the results of 
experiments (Feynman, 1965).  

 
 
ON A POSSIBLE EXPERIMENTAL VERIFICATION 

 
The energy of the π-meson at rest is equal about 150 
MeV. As is known, π

0
-mesons are got with the aid of the 

charged particles accelerator during the collisions of 
protons. A necessary minimal energy of the moving 
proton (by his collision with the motionless proton) is 
about 300 MeV. Note that, π-mesons are unstable 
particles. The lifetime of the real π

0
-meson is about 10

-16
 

sec; it breaks down into the two photons with the energy 
of which is about 75 MeV.  

Each of these photons, travelling through the 
substance of the register apparatus (counter), generates 
the electron pair (electron plus positron). But positron 
cannot exist a long time in the substance; it annihilates by 
a collision with the first approaching electron. As a result, 
there are formed two photons, which again generate 
electron pairs (with the energy less than that at he 
preceding  stage).  And   so   on,   till   a   photon   energy 



 
 
 
 
Table 1. The results of the four approaches. 
 

n 3 6 12 24 

F2 0.1860 0.1875 0.1885 0.1890 

 
 
 
becomes less than 1 MeV (such photons cannot 
generate electron pairs). The appearance of electron 
pairs is surely registered with the counter; their tracks 
make it possible to restore the picture of the break-up. 
With the aid of analogy between nuclear and internuclear 
interactions, we come to the following scheme. The 
energy of the hypothetical resting x

0
-mesons must be 

about (150 MeV)/10
5
=1500 eV. The minimal energy of 

the moving proton must be 3000 eV. Let us consider that, 
x

0
-meson (similarly to π

0
-meson) is unstable and breaks 

down into the two photons with the energy 750 eV each. 
At this point, the process comes to its close since the 
energy is less than 1 MeV.  

Imagine that, the energy of protons in the beam of 
proton-proton accelerator increases, and by 3000 eV 
suddenly photons with energy about 750 eV appear. 
(This energy corresponds to the wavelength 2.0х10

-10
 m, 

that is, we have Rӧntgen rays.) Hence, one may deduce 
that, the collisions of protons have led to the origin of x

0
-

mesons. So, the existence of x
0
-mesons can be checked 

up experimentally. As this prediction is rather 
approximate, it would be able to carry out the search in 
the sufficiently broad range of the proton energy (for 
example, from 1000 to 9000 eV).  

Emphasize, that analogy gives only the hint on a 
certain possible solution; it is necessary to have in mind 
the probability of existence of some other unknown 
mechanism.  
 
 
Conclusion 
 
One could ask: why the traditional version of covalent 
bond does not generate the doubts of researchers in 
spite of some its artificiality? Let us attempt to answer to 
it.  

The doubts, apparently, take place; but they do not 
exceed a certain psychological barrier. Strange as this 
may seem, the principle of simplicity plays a part of such 
barrier: it turned out that, the covalent bond between 
atoms may be explained in the framework of well-known 
fundamental interaction, namely with electromagnetic 
forces. Of course, such understanding leads to some 
difficulties; physicists and chemists well know about this. 
But there had been no a special necessity to go out of the 
limits of the existing paradigm. This presented itself 
reasonable and logical.  
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The new approach to the problem came up from an 

unexpected side and somewhat by chance: to explain the 
forces between the molecules of the second liquid, we 
were forced to assume the existence of an internuclear 
interaction. This enabled to come up to the problem of 
the chemical covalent bond from a different angle. 
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Four types of edible tubercular roots cultivated in Saudi Arabia are analysed through sequential 
determination of certain essential and toxic trace elements by inductively coupled plasma atomic 
emission spectrometry (ICP-AES). Comparable runs carried out using both flame and graphite atomic 
absorption spectroscopy (AAS). Radish proved to contain the highest concentration level of iron (>21 
μg/g), onion contains high concentration of zinc and strontium (~ 6 and 9 μg/g) and potato was found to 
contain the highest concentration level of copper (~2 μg/g). Samples of carrots, radish and potato 
collected from different locations are also analysed to study the effect of cultivation area on the 
concentration levels of trace elements in edible tubercular roots. Variation in the concentration levels of 
iron, zinc, copper, cobalt, strontium, cadmium and lead in each type of test samples seem not to be 
significant. Detailed studies seem necessary to throw further light on the effect of different of sample 
location on the concentration levels of both essential and toxic trace elements in different vegetable 
materials; especially those cultivated in areas neighboring various industrial and other human activities 
in Saudi Arabia. 
 
Key words: Tubercular roots, trace elements, inductively coupled plasma atomic emission spectrometry (ICP-
AES), atomic absorption spectroscopy (AAS) analysis. 

 
 
INTRODUCTION 
 
Human beings are encouraged to consume more food 
materials such as vegetables and fruits, which are good 
sources of vitamins and minerals beneficial to human 
health (Mohamed et al., 2005). Heavy metal 
contamination in agricultural environments can come 
from atmospheric fall-out, pesticide formulations, 
contamination by chemical fertilizer and irrigation with 
water of poor quality (Marcovecchio et al., 2007). 

Trace elements in nutrition materials play significant 
role in human health. Trace concentration of iron, zinc, 
copper, manganese, nickel, cobalt, molybdenum, 
selenium, iodine, and fluorine are considered essential 
for human life (Clemente et al., 1977; Roberts, 1981). 
The absence or deficiency of one of these elements in 
certain body organs leads to physiological abnormalities 
in  a  number  of   biological   processes   which   can   be 

remedied  by  addition   of   limited   quantities   from   the 
deficient element (Cotzias, 1970). Few other elements 
such as lead, cadmium, tin and mercury are highly toxic 
for both animal and human lives and may lead to death 
when ingested with high doses. The presence of different 
concentration levels of several trace elements (including 
those with toxic effects) in individual food articles and 
integrated human diets is mainly due to  the uncontrolled 
release of various types of toxic pollutants in the different 
environmental compartment from increased industrial and 
other human activities (Underwood, 1971). It is therefore 
necessary to monitor the concentration level of toxic and 
essential elements in common food items for daily intake 
(Qureshi et al., 1990; Noel et al., 2011). In the present 
work, four edible tubercular roots including carrots, onion, 
potato, radish that are mostly consumed by a wide spectrum 
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Table 1. Analysed vegetable tubercular roots. 
 

Common name Family Botanic name 

Carrots Umbelliferae Daucus carota 

Potato Solanacea Solanum tuberosum 

Onion Amarylilaceae Allium cepa 

Radish Cruciferae Raphanus sativum 

 
 
 

of the King of Saudi Arabia population have been 
analysed to comment on their suitability for human intake. 
 
 
EXPERIMENTAL 

 
Sampling and sample preparation 
 

The test samples were collected from a number of agricultural 
areas. A list of test species is given in Table 1, with their botanical 
names and respective families. To investigate the effect of sample 
location on the concentration of trace elements in test items; 
carrots, radish, potato were collected from three areas. From the 
cultivated part of the southern region in Saudi Arabia, from the 
northern region, and from eastern region as shown in Figure 1. For 
sample preparation, collected samples were thoroughly washed 
and air dried at room temperature. After recording the wet weight, 
each species was oven- dried at 60°C for 72 h) (Zaidi et al., 1990) 
and the corresponding dry weight and moisture content determined. 
Representative dried samples were powdered by using a teflon ball 

mill, sieved to 200 mesh and finally stored in pre-cleaned 
polyethylene capped bottles. Nitric acid – hydrogen peroxide – 
perchloric acid mixture was used to digest different test samples. 
For (2 to 10 g) of dried matter, the mixture used includes 20 ml of 
14.4 mol l-1 nitric acid, 10 ml of 30% hydrogen peroxide and 10 ml 
of 9.9 mol l-1 perchloric acid. In addition, 18.0 mol l-1 sulphuric acid 
(for 10 g of dried matter, 2.0 ml of acid was added to prevent losses 
of metal halides by volatilization (Feinberg and Ducauze, 1980; 
Erwin and Ivo, 1992). Digestion normally took place in all glass 
containers under reflux at 170°C until a clear digest was obtained 
after approximately 3 h (Yaman and Gucer, 1995). The digest was 
centrifuged to separate the clear solution and the residue washed 
with bidistilled water and re-centrifuged to prevent any elemental 
losses. The first washing was added to the original solution before 
being diluted to known volume. 

 
 
Instrumentation 

 
(i) Inductively coupled plasma atomic emission spectrometry (ICP-
AES) measurements were done with a compact tuned – oscillator 
coupled with high resolution Echelle grating spectrometer, 
minicomputer control services, peristaltic pump and an automated 
sample changer. The system includes a plasma spectrometer, type 
Leeman from USA, 2.5 KW generator, a three -turn copper load coil 
and a Hidebrand Grid nebulizer. The spectrometric system is of a 
fixed optics model with a PMT for sequential operation (type f18 
Echelle), with a single pass prism / lens used for stray light 
reduction to cover a wavelength range from 190 to 800 nm. 
(ii) The atomic absorption spectroscopy (AAS) measurements were 
carried out with AA spectrometer, model Z -8100 polarized Zeeman, 
manufactured by Hitachi, Ltd., from Japan Hitachi single – element 
hollow cathode lamps were used with air- acetylene flow rate 
ranging from 0.5 to 4.0 L/min with an auxiliary oxidant gas pressure 
ranging  from  140  to  120 kpa.  The  instrument  is   provided   with  
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Figure 1. Samples location 

 
 
 
temperature regulation device and automated sampling by a built in 
auto sampler, type SSC -200. Selection of wavelength ranged from 
190 to 900 nm. 
 

 
Spectroscopic measurements 
 
(i) ICP- measurements were done in sequential multi- element 
mode. An analytical programme was established both for calibration 
and routine analysis. The selected analytical wavelengths represent 
the characteristic lines which are almost free from spectral 
interference to eliminate any correction at the concentration levels 
of interest, these are:  
 
(a) Iron - 259.94 (nm)   
(b) Copper -   324.75  
(c) Zinc - 213.86  
(d) Cadmium - 214.44  
 
Measurements were done in triplicates according to the following 
operating conditions: 
 
(a) Forward r.f. power   1.00 KW (0.5A) 
(b) Argon flow rate      12  L/min 
(c) Nebulizer gas          0.3-0.5 L/min 
(d) Sample uptake rate  1 L/min 
 
(ii) AAS measurements were carried out under a constant air flow 
rate or (15.0 L/min), according to the following operational condition 
for each element as in Table 2. 

 
 
Chemicals and reagents 

 
All chemicals used were of A.R or extra pure grades. A set of 
standards were prepared from readily made standard solutions 
provided from Merck, AG, Darmstadt, Germany by dissolution in, or 
adequate dilution with dilute nitric acid solution. Bidistilled water in 
all glass apparatus was used for preparation of different solutions, 
used standards and for final glass ware washing. In the digestion 
procedure, concentrated nitric acid (65%, 14.4 mol l-1), sulphuric 
acid (98%, 18 mol l-1), hydrogen peroxide (30%) and perchloric acid 
(65%, 9.9 mol l-1) were used.  
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Table 2. Operational conditions for AAS measurements. 
 

Condition Fe Zn Cu Co Sr Cd Pb 

Wavelength, nm 248.3 213.9 324.8 240.7 460.7 228.8 283.3 

Lamp current ,mA 15 7.5 7.5 15 10 7.5 10 

Slit width 0.2 1.3 1.3 0.2 0.5 1.3 1.3 

Acetylene flow rate,Lminˉ
1
 1.5 1.5 1.7 1.7 1.7 ----- ----- 

Heating program drying temp., °C ----- ----- ----- ----- ----- 80-120 80-120 

Time/sec ----- ----- ----- ----- ----- 30 30 

Ashing temp., °C ----- ----- ----- ----- ----- 300 400 

Time/sec ----- ----- ----- ----- ----- 30 30 

Atomization temp., °C ----- ----- ----- ----- ----- 1700 2100 

Time/sec ----- ----- ----- ----- ----- 7 7 

Cleaning temp., °C ----- ----- ----- ----- ----- 2600 3000 

Time/sec ----- ----- ----- ----- ----- 30 30 

 
 
 

Table 3. Concentration of trace elements in edible tubercular roots*). 

 

Element Carrots Onion Radish Potato Intake levels **
) 

a)Assessment of trace elements by ICP-AES (in µg/g wet weight) 

Iron 4.680.1 16.250.1 20.841.2 6.630.1 25-75 mg 

Zinc 2.210.1 5.740.0 2.820.2 3.430.0 10-20 mg 

Copper 1.510.2 1.420.2 0.310.02 1.660.05 -------- 

Cobalt 0.320.0 0.540.01 0.360.0 0.560.02 150-580 µg 

Cadmium 0.170.01 0.340.02 0.250.01 0.410.01 -------- 

      

b)Assessment of trace elements by FAAS (in µg/g wet weight) 

Iron 4.791.2 16.180.4 21.260.5 5.820.7 25-75 mg 

Zinc 2.680.2 5.630.1 2.670.1 3.450.2 10-20 mg 

Copper 1.390.1 1.440.3 0.380.0 1.920.1 -------- 

Cobalt 0.300.0 0.500.0 0.380.1 0.570.02 150-580 µg 

Strontium 3.370.0 9.190.1 4.940.05 3.660.05 42-1240 µg 

      

c)Assessment of trace elements by GAAs (in µg/g wet weight) 

Cadmium 0.190.01 0.340.02 0.220.01 0.440.01 -------- 

Lead 0.550.0 0.680.01 0.310.04 0.670.01 54-500 µg 
 

*) the results are mean of at least triplicate measurements; based on determination of each trace element in aliquot portions of 
sample solution containing known amounts of respective dried tuber, final concentration levels and the results based on wet 
weight are calculated from respective dry weight results.**) acceptable levels of daily intake concentration.   

 
 
 
RESULTS AND DISCUSSION 
 
Trace elements in tubers 
 
The results in Table 3, show that iron, zinc, copper, 
cobalt, strontium, cadmium and lead proved to be present 
in different concentration levels in various types of 
tubercular roots. The examined species including carrots, 
onion, radish and potato are among the common 
vegetables for human nutrition in Saudi Arabia. The 
choice of these species aims to define the role of different 

soils, fertilizers and mode of irrigation as possible 
pathways for trace elements to man through the food 
chain (Husain et al., 1995; Ozores-Hampton et al., 1997; 
Millour et al., 2011). To get reliable and comparable 
results, the assessment of trace elemental concentrations 
in different samples is based on atomic spectroscopy 
using ICP-AES, flame and graphite AAS techniques. ICP-
AES has the advantage of being rapid in providing 
analytical data for several elements in a single run. All 
used techniques proved to give comparable and reliable 
results. This is clearly  illustrated  by  the  results  of  iron, 
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Figure 2. Concentration levels of Trace elements in test samples 

 
 
 
zinc, copper, cobalt and  cadmium  in  all  types of  tested 
species which proved to be subject to almost the same 
mean standard deviation for each analyte. 

The results (expressed in terms of µg/g of wet weight) 
showed that radish contains the highest concentration 
levels of iron (21.26 μg/g), onion proved to contain the 
highest concentration of zinc (5.74 μg/g) and strontium 
(9.19 μg/g). Potato contains the highest levels of copper 
(1.92 μg/g). For toxic elements, it was found that potato 
contains the highest concentration levels of both 
cadmium and lead (0.44 and 0.67  μg/g),  (Figure  2).  

The concentration levels of iron, zinc and copper are 
almost of the same order or even less than those 
previously reported by several workers (Finch and 
Monsen, 1974; Thomas et al., 1952). While the 
concentration of cobalt and strontium is several orders of 
magnitude higher than the values reported by other 
workers (Schroeder et al., 1967; Wikelsk et al., 1993). 

In general, one assumes that changes in the 
concentration levels of trace elements in the examined 
species can be mainly attributed to changes in the 
chemical composition of water used for irrigation, the type
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Table 4. Trace element concentrations in different carrot, radish and potato samples*). 
 

Element Sarat Ebeda Alehssa Algoff Mean δn 

a) Carrots 

Iron 4.60.2 5.030.1 4.760.5 0.2 

Zinc 2.330.1 3.130.1 2.60.5 0.2 

Copper 0.780.1 1.030.1 0.8060.1 0.0 

Cobalt 0.280.2 0.330.1 0.300.2 0.05 

Strontium 3.161.0 3.571.0 3.371.2 0.1 

Cadmium 0.140.01 0.210.01 0.210.01 0.0 

Lead 0.500.01 0.590.01 0.550.01 0.0 

     

b) Radish 

Iron 20.461.0 21.81.2 21.531.0 0.1 

Zinc 2.260.1 2.900.2 2.860.1 0.05 

Copper 0.330.1 0.330.05 0.470.1 0.02 

Cobalt 0.350.1 0.420.2 0.380.1 0.05 

Strontium 4.561.0 5.501.0 4.760.5 0.2 

Cadmium 0.210.01 0.240.01 0.220.01 0.0 

Lead 0.300.01 0.320.01 0.320.01 0.0 

     

c) Potato 

Iron 5.030.2 6.430.1 6.000.1 0.05 

Zinc 2.930.1 4.260.1 3.160.2 0.05 

Copper 1.560.5 2.360.1 1.830.2 0.2 

Cobalt 0.510.1 0.630.1 0.580.2 0.05 

Strontium 3.030.5 4.171.0 3.770.5 0.2 

Cadmium 0.400.02 0.490.02 0.440.02 0.0 

Lead 0.670.01 0.710.01 0.670.01 0.0 
 
*)
 concentrations in µg/g, on wet weight basis.  

 
 
 
of soil in various agricultural areas, and seasonal changes 
in ambient temperature. 

Under comparable irrigation conditions, however, trace 
elemental concentrations may be affected by the sorptive 
capacity of different roots, the physical characteristics of 
the edible body in different species and the chemical 
composition of organic compounds in each type that 
might form different complexes with various metallic 
species. Thus, the increased concentration levels of 
cobalt, strontium than the mean values so far reported 
may be attributed to cultivation in areas rich with different 
minerals, especially when using water contaminated with 
industrial waste effluents, including trace concentrations 
of either or more of these elements. Never the less, the 
high concentration levels determined in all test samples, 
do not exceed the acceptable levels for daily intake. 
These are almost about 150 to 580 µg for cobalt, and 42 
to 1240 µg for strontium. For iron, zinc and lead on the 
other hand, the concentration levels determined are far 
below those reported for daily intake lying within 25 to 75 
mg for iron, 10 to 20 mg for zinc and 54 to 500 µg for lead  

(Dabeka et al., 1987; Galal-Gorchev, 1991). 
 
 
Effect of sample location 
  
To study the effect of sample location on the 
concentration levels of both essential and toxic trace 
elements in tubercular roots, carrots, radish and potato 
were collected as test samples from three different areas. 
These include an agricultural area near the industrial 
zone of the eastern region of Saudi Arabia (Alehssa), an 
agricultural area free from any industrial activities at the 
southern region of Saudi Arabia (Sarat Ebeda), and from 
the northern region of Saudi Arabia (Algoff). The 
essential trace elements investigated include iron, zinc, 
copper, cobalt and strontium, and the toxic elements are 
represented by cadmium and lead. This was specifically 
verified by successive triplicate analysis using not only 
ICP-AES but also, flame and graphite AAS measurements.   

In Table 4, the concentration levels of iron, zinc, 
copper, cobalt, strontium, cadmium and  lead  in  different 



 
 
 
 
samples of carrots,  radish  and  potatoes  collected  from 
the three above mentioned areas are presented. It is 
observed that iron has a mean concentration value of 
4.78 µg/g in carrots with a highest concentration level of 
5.03 µg/g in samples collected from Alehssa and a lowest 
concentration level of 4.6 µg/g in those from Sarat Ebeda. 
For radish and potato, iron proved to have a mean value 
of 21.26 and 5.82 µg/g respectively. For zinc, the same 
trend is followed, showing mean concentration levels 
2.68, 2.67 and 3.45 µg/g, the highest values of 3.13, 2.90 
and 4.26 µg/g for carrots, radish and potato, respectively. 
On the other hand, copper, cobalt, strontium, cadmium 
and lead also follow the same trend.  

It was found that the concentration levels of the trace 
elements determined in carrots, radish and potato 
samples collected from the three different areas are 
almost of the same order. Samples collected from areas 
neighboring several industrial activities in (Alehssa) 
proved to contain slightly higher concentration levels of 
all the tested elements than those collected from 
(SaratEbada) and from (Algoff). 
 
 
Conclusion 
  
The results obtained show that radish contains the 
highest concentration level of iron, onion contains high 
concentrations and strontium and potato was found to 
contain the highest concentration levels of copper. The 
standard deviations in the results obtained for almost all 
determined elements are relatively low ranging from 1.5 
for strontium determined by FAAS in onion to 0.0 in case 
of determination of several elements by the different used 
techniques indicating the reliability of ICP, flame and 
graphite AAS techniques for the determination of the 
concerned elements. 

In the light of the obtained data, one may conclude that 
samples cultivated in areas far from industrial and other 
human activities tend to contain lower concentration 
levels of both essential and toxic elements than others. 
This can be noted in particular by considering the change 
in the concentration levels of the different elements 
determined in test samples collected from the agricultural 
area of Sarat Ebeda which seem to be lower than those 
collected from areas neighboring the industrial zone of 
Alehssa.  

The difference in the concentration levels of all 
analysed trace elements collected from the different 
areas give a mean standard deviation not exceeding 0.2 
with a percentage difference ≤10%, which lies within the 
experimental error in optical measurements especially 
when dealing with low concentration levels of different 
analytes. It is recommended from the present study that 
the work needs further investigation referring to soil types 
and irrigation water that affect on sample location results.  
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The manuscript deals with the abundant travelling wave solutions of the Caudrey-Dodd-Gibbon (CDG) 

equation which have been obtained in a uniform way by using alternative ( / )G G –expansion method 
wherein the generalized Riccati equation is used. Moreover, a relatively new technique which is called 
(U

`
/U)-expansion is also used to find solitary wave solutions of CDG equation. The solutions obtained in 

this article may be imperative and significant for the explanation of some practical physical phenomena. 
Numerical results coupled with the graphical representation explicitly reveal the complete reliability and 
high efficiency of the proposed algorithms. 
 

Key words: ( / )G G -expansion method, travelling wave solutions, (U
`
/U)-expansion method, Caudrey-Dodd-

Gibbon (CDG) equation, nonlinear evolution equations. 
 
 
INTRODUCTION 
 
The rapid development of nonlinear sciences witnesses a 
wide range of reliable and efficient techniques which are 
of great help in tackling physical problems even of highly 
complex nature. After the observation of solitonary 
phenomena by John Scott Russell (Wazwaz, 2009) in 
1834 and since the KdV equation was solved by Gardner 
et al. (1967) by the inverse scattering method, finding 
exact solutions of nonlinear evolution equations (NLEEs) 
has turned out to be one of the most exciting and 
particularly active areas of research. The appearance of 
solitary wave solutions in nature is quite common. Bell-
shaped Sech-solutions and kink-shaped Tanh-solutions 
model wave phenomena in elastic media, plasmas, solid 
state   physics,   condensed   matter   physics,    electrical 

circuits, optical fibers, chemical kinematics, fluids, bio-
genetics etc. The travelling wave solutions of the KdV 
equation and the Boussinesq equation which describe 
water waves are well-known examples. Apart from their 
physical relevance, the closed-form solutions of NLEEs if 
available facilitate the numerical solvers in comparison, 
and aids in the stability analysis. In soliton theory, there 
are many methods and techniques to deal with the 
problem of solitary wave solutions for NLEEs, such as, 
Backlund transformation (Rogers and Shadwick, 1982), 
Hirota’s bilinear transformation (Hirota, 1971), Variational 
Iteration (Mohyud-Din, 2008), homogeneous balance 
(Wang, 1996), Tanh-function (Malfliet, 1992), Jacobi elliptic 
function  (Ali,  2011),  F-expansion  (Zhou  et  al.,   2003),
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Homotopy Analysis (Liao, 1992a, b), Homotopy Perturbation 
(Mohyud-Din, 2007), Adomian’s Decomposition (Adomian, 
1994), First Integration (Taghizadeh and Mirzazadeh, 
2011), Exp-function (He and Wu, 2006; Abdou et al., 
2007; Akbar and Ali, 2011b; Mohyud-Din et al., 2010; 
Naher et al., 2011b), and others (Abbasbandy, 2007a, b; 
Mohyud-Din et al., 2009, 2011a, b; Usman et al., 2011). 

In the similar context, Wang et al. (2008) established a 
widely used direct and concise technique which is called 

the ( / )G G -expansion method for obtaining the exact 

travelling wave solutions of NLEEs, where ( )G  satisfies 

the second order linear ordinary differential equation 

(ODE) 0G G G     , where  and   are arbitrary 

constants. In the articles, Abazari (2010), Akbar and Ali 
(2011a), Bekir (2008), Liu et al. (2010), Naher et al. 
(2011a), Zayed (2009a), Zayed and Gepreel (2009), 
Zhang et al. (2008a, b), Zayed and Al-Joudi (2010), the 

( / )G G -expansion method is applied to investigate 

solutions of nonlinear partial differential equations in 
mathematical physics. It is to be highlighted that Zhang et 

al. (2010) presented an improved ( / )G G -expansion 

method to seek more general travelling wave solutions. 
Zayed (2009b) presented a new approach of the ( / )G G -

expansion method where ( )G   satisfies the Jacobi 

elliptic equation 2 4 2

2 1 0[ ( )] ( ) ( )G e G e G e      , 
2 1 0, ,e e e  

are arbitrary constants, and obtained new exact 
solutions. Zayed (2011) again presented an alternative 

approach of this method in which ( )G   satisfies the 

Riccati equation 
2( ) ( )G A BG    , where A  and B  

are arbitrary constants. Inspired and motivated by the 
ongoing research in this area, we investigate ample new 
travelling wave solutions of the CDG equation in a 
uniform way by making use of the alternative ( / )G G –

expansion method wherein the generalized Riccati 
equation is functioned. Moreover, we have also applied a 
relatively new technique namely (U

`
/U)-expansion 

Method to tackle the CDG equation. Numerical results 
coupled with the graphical representations explicitly 
reveal the complete reliability and high efficiency of the 
proposed algorithms. 
 

 
METHODOLOGY 
 

Suppose the general nonlinear partial differential equation 
 

( , , , , , , ) 0t x t t t x x xF u u u u u u                (1)  

 

where ( , )u u x t  is an unknown function, F  is a polynomial in 
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( , )u x t  and its partial derivatives in which the highest order partial 

derivatives and the nonlinear terms are involved. The main steps of 

the alternative ( / )G G -expansion method combined with the 

generalized Riccati equation are as follows: 

 
Step 1: The travelling wave variable 

 

( , ) ( )u x t u  , x Vt                  (2) 

 

where V  is the speed of the travelling wave, and permits us to 

transform the Equation (1) into an ODE: 
 

( , , , ) 0Q u u u                   (3) 

 
where the superscripts stands for the ordinary derivatives with 

respect to .  

 
Step 2: If Equation (3) is integrable, integrate term by term one or 

more times, yields constant(s) of integration. 

 
 
Alternative (G`/G)-expansion method with generalized Riccati 
equation 

 
Step 3: Suppose the traveling wave solution of Equation (3) can be 

expressed by a polynomial in ( / )G G  as follows: 

 

0

( )

nm

n

n

G
u a

G




 
  

 
 , 0ma                (4) 

 

where ( )G G   satisfies the generalized Riccati equation, 

 
2G r pG qG    ,                (5) 

 

where ( 0,1, 2, , )na n m , r , p  and q  are arbitrary 

constants to be determined later. 
The generalized Riccati Equation (5) has the following twenty 

seven solutions (Zhu, 2008). 

 

Family 1: When 
2 4 0p q r   and 0p q   (or 0r q  ), the 

solutions of Equation (5) are: 

 

2 2

1

1 1
4 tan 4

2 2
G p qr p qr p

q


  
      

  
, 

 

2 2

2

1 1
4 cot 4

2 2
G p qr p qr p

q


  
      

  
, 

    2 2 2

3

1
4 tan 4 sec 4

2
G p q r p q r p q r p

q
        

  
, 
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    2 2 2

4

1
4 cot 4 csc 4

2
G p q r p q r p q r p

q
        

  
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2 2 2
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 
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( ) (4 ) 4 cos 41

2 sin 4
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G p
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, 

 

where A  and B  are two non-zero real constants and satisfies the condition 
2 2 0A B  . 
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Family 2: When 
2 4 0p q r   and 0p q   (or 0r q  ), the solutions of Equation (5) are: 
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   
 

   

, 

 

where A  and B  are two non-zero real constants and satisfies the condition 
2 2 0B A  . 

 

2

20
2 2 2

1
2 cosh 4

2

1 1
4 sinh 4 cosh 4

2 2

r p q r

G

p q r p q r p p q r



 

 
 

 
   

      
   

, 

 

2

21
2 2 2

1
2 sinh 4

2

1 1
4 cosh 4 sinh 4

2 2

r p q r

G

p q r p q r p p q r



 

 
 

 
   

      
   

, 

 

 
   

2

22
2 2 2 2

2 cosh 4

4 sinh 4 cosh 4 4

r p q r
G

p q r p q r p p q r i p q r



 




     
, 

 

 
   

2

23
2 2 2 2

2 sinh 4

sinh 4 4 cosh 4 4

r p q r
G

p p q r p q r p q r p q r



 



      

, 

 

2 2

24
2 2 2 2 2 2

1 1
4 sinh 4 cosh 4

4 4
.

1 1 1
2 sinh 4 cosh 4 2 4 cosh 4 4

4 4 4

r p q r p q r

G

p p q r p q r p q r p q r p q r

 

  

   
    

   


     
            

     
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Family 3: When 0r   and 0p q  , the solutions of Equation 

(5) are: 
 

 25
cosh( ) sinh( )

p d
G

q d p p 




 
, 

 

 
 26

cosh( ) sinh( )

cosh( ) sinh( )

p p p
G

q d p p

 

 




 
, 

 

where d  is an arbitrary constant. 

 

Family 4: When 0q   and 0r p  , the solution of Equation 

(5) is: 

 

27

1

1
G

q c



, 

 

where 1c  is an arbitrary constant. 

 
Step 4: To determine the positive integer m , substitute solution 

Equation (4) along with Equation (5) into Equation (3) and then 
consider homogeneous balance between the highest order 
derivatives and the nonlinear terms appearing in Equation (3). 
 
 
 

 
 
 
 
Step 5: Substituting Equation (4) together with Equation (5) into 

Equation (3) together with the value of m  obtained in step 3, we 

obtain polynomials in 
iG  and 

iG ( 0,1,2,3 )i   and 

vanishing each coefficient of the resulted polynomial to zero, yields 

a set of algebraic equations for na  p , q , r  and V . 

 

Step 6: Suppose the value of the constants na  p , q , r  and V  

can be obtained by solving the set of algebraic equations obtained 
in step 5. Since the general solutions of Equation (5) are known for 

us, substituting, na  p , q , r  and V  together with the general 

solution of Equation (5) into Equation (4), we obtain new exact 
traveling wave solutions of the nonlinear evolution Equation (1). 
 
 
New approach of (G`/G)-expansion method 
 
Step 3: According to new approach of (G`/G)-expansion method, 

we assume that the wave solution can be expressed in the 
following form  
 

                                           (6) 
 

where is the solution of first order nonlinear equation in the 
form 

   (7) 

 

 

 

 

 

where  and  are real constants. The Riccati Equation (5) plays important role in manipulating nonlinear equations to get exact solutions 

by the (G/G)-expansion method. It has the following type of exact solutions. 
 

Family 1: When  
 

 

 

Family 2: When  and  or  and  
 

  

 

Family 3: When  and  
 

 

 

Family 4: When  and  
 

 



 
 
 
 

Family 5: When  and  

 

 

 

Step 4: Determine . This, usually, can be accomplished by 

balancing the linear term(s) of highest order with the highest order 
nonlinear term(s) in Equation (4). 
 
Step 5: Substituting Equation (6) into Equation (4) with (7) will 

yields an algebraic equation involving power of (G/G). Equating the 

coefficients of like power of (G/G) to zero gives a system of 

algebraic equations for  and . Then, we solve the 

system with the aid of a computer algebra system (CAS), such as 
MAPLE 13, to determine these constants. 
 
Step 6: Putting these constant into Equation (6), coupled with the 

well known solutions of Equation (7), we can obtained the more 
general type and new exact travelling wave solution of the nonlinear 
partial differential Equation (1). 

 
 
(U

`
/U)-expansion method 

 
Step 3: According to (U`/U)-expansion method, we assume that the 

wave solution can be expressed in the following form 
 

               (8) 

 

where  is the solution of first order nonlinear equation in the form 

 

                 (9) 

 

where  and  are real constants,  is a positive integer to be 

determined and the Equation (9) has solution 
 

 

 

Step 4: Determine . This, usually, can be accomplished by 

balancing the linear term(s) of highest order with the highest order 
nonlinear term(s) in Equation (4). 
 
Step 5: Substituting (9) into ODE with (8) yields an algebraic 
equation involving power of U. Equating the coefficients of like 
power of U to zero gives a system of algebraic equations for 

 and . Then, we solve the system with the aid of a 

computer algebra system (CAS), such as MAPLE 13, to determine 
these constants. 
 
Step 6: Putting these constant into Equation (8), coupled with the 

well known solutions of Equation (9), we obtained the more general 
type and new exact travelling wave solution of the nonlinear partial 
differential Equation (1). 
 
 
New travelling wave solutions of Cuadrey-Dodd-Gibbon (CDG) 
equation 

 

Here, the alternative ( / )G G -expansion method together with the 

generalized Riccati equation is  employed  to  construct  some  new 
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travelling wave solutions for the (1+1)-dimensional Cuadrey-Dodd-
Gibbon (CDG) equation which is a very important nonlinear 
evolution equation in mathematical physics and engineering and 
have been paid attention by many researchers. Some exact 
solutions of the CDG equation are found in the literature. In general, 
the solutions of the CDG equation have been obtained by means of 
an Ansatz method. Included in the methods are the sin-cosine 
method and the rational Exp-function method (Abdollahzadeh et al., 
2010), the Hirota’s bilinear transformation method (Jiang and Bi, 
2010), the Exp-function method (Xu, 2008), the variational iteration 
method (Jin, 2010), the multi-wave method (Shi et al., 2010), and 
the variable separation method (Zheng, 2010). In this paper, we 

apply the alternative ( / )G G -expansion method together with 

generalized Riccati equation for searching its solitary wave 
solutions. Let us consider the CDG equation: 
 

230 30 180 0t xxxxx xxx x xx xu u uu u u u u                (10) 

 
 
NUMERICAL RESULTS AND DISCUSSION 
 
Alternative (G`/G)-expansion method using 
generalized Riccati equation 
 
Now, we use the wave transformation equation into 
Equation (10), which yield: 
 

(5) 230 30 180 0V u u uu u u u u          ,        (11) 

 

where 
(5)u  denotes the fifth derivative of u  with respect 

to  . Equation (11) is integrable, therefore, integrating 

we obtain 
 

(4) 330 60 0C V u u uu u              (12) 

 
According to step 3, the solution of Equation (12) can be 

expressed by a polynomial in ( / )G G  as follows: 

 

2

0 1 2( ) ( ) ( ) ( )m

m

G G G
u a a a a

G G G


  
     , 0ma       (13) 

 

where , ( 0,1,2, , )na n m  are constants to be 

determined and ( )G G   satisfies the generalized 

Riccati Equation (10). Considering the homogeneous 
balance between the highest order derivative and the 

nonlinear terms in Equation (12), we obtain 2m  . 

Therefore, the solution Equation (13) takes the form, 
 

2

0 1 2 2( ) ( ) ( ) , 0
G G

u a a a a
G G


 

             (14) 

 
Using Equation (5), Equation (14) can be rewritten as, 
 

1 1 2

0 1 2( ) ( ) ( )u a a p r G qG a p r G qG              (15) 
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Substituting Equation (15) into (12), the left hand side is 

converted into polynomials in 
iG  and 

, ( 0,1,2,3, )iG i  . Setting each coefficient of these 

resulted polynomials to zero, we obtain a set of 
simultaneous algebraic equations (we will omit to display 

 
 
 
 

them for simplicity) for 0 1 2, ,a a a , p , q , r  and V . 

Solving the over-determined set of algebraic equations 
by using the symbolic computation software, such as 
Maple, we obtain 

 
6

4 2 2 2 3 34 16 64

9 3 3 9

p
C p r q p q r q r    , 4 2 2 28 r 16V p p q q r   , 2 1a   , 1a p , 

2

0

2

6 3

p
a q r   ,                              (16) 

 
where p , q  and r  are arbitrary constants. 

Now on the basis of the solutions of Equation (5), we obtain the following families of solutions of Equation (10). 
 

Family 1: When 2 4 0p q r   and 0p q   (or 0r q  ), the periodic form solutions of Equation (10) are, 

 
2

2 2 2 2 2

1

2 2 sec ( ) 2 sec ( )
,

6 3 2 tan( ) 2 tan( )

p
u q r p

p p

 

 

      
       

          

 

 

where 21
4

2
q r p   , 4 2 2 2( 8 r 16 )x p p q q r t      and p , q , r  are arbitrary constants. 

 
2

2 2 2 2 2

2

2 2 csc ( ) 2 csc ( )
,

6 3 2 cot( ) 2 cot( )

p
u q r p

p p

 

 

      
       

        

 

 

   
2

2 22

3

4 sec(2 ) 1 sin(2 ) 4 sec(2 ) 1 sin(2 )2
,

6 3 cos(2 ) 2 sin(2 ) 2 cos(2 ) 2 sin(2 ) 2

p
u qr p

p p

   

   

          
                          

 

 

   
2

2 22

4

4 csc(2 ) 1 cos(2 ) 4 csc(2 ) 1 cos(2 )2
,

6 3 sin(2 ) 2 cos(2 ) 2 sin(2 ) 2 cos(2 ) 2

p
u qr p

p p

   

   

          
                        

 

 
2

2 2 2

5

2 2 csc( ) 2 csc( )
,

6 3 sin( ) 2 cos( ) sin( ) 2 cos( )

p
u q r p

p p

 

   

      
       

          

 

 

  

  

  

 

2 2 2

6
2 2 2 2 2 2

2 2 2

2 2 2 2

4 cos(2 ) sin(2 ) sin(2 )

cos (2 ) 2 sin(2 ) sin(2 ) 2 cos(2 ) 2

4 cos(2 ) sin(2 ) sin(2 )

cos (2 ) 2 sin(2 ) sin(2 ) 2

A A B B A A B

u p

A A B AB p A A pB A B

A A B B A A B

A A B AB p A A

  

   

  

  

        
 

   
             

 

       



       

2

2 2

2

cos(2 ) 2

2
,

6 3

pB A B

p
q r



 
 
 

      
 

 

 

 

  

  

  

 

2 2 2

7
2 2 2 2 2 2

2 2 2

2 2 2 2

4 cos(2 ) sin(2 ) sin(2 )

cos (2 ) 2 sin(2 ) sin(2 ) 2 cos(2 ) 2

4 cos(2 ) sin(2 ) sin(2 )

cos (2 ) 2 sin(2 ) sin(2 ) 2

A A B B A A B

u p

A A B AB p A A pB A B

A A B B A A B

A A B AB p A A

  

   

  

  

        
 

   
             

 

       



       

2

2 2

2

cos(2 ) 2

2
,

6 3

pB A B

p
q r



 
 
 

      
 

 
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where A  and B  are two non-zero real constants satisfies the condition 
2 2 0A B  . 

 

 

 

22

8 2 2 2

2
2

2 2 2

2 sec( ) cos( ) 2 sin( )2

6 3 2( 2 )cos ( ) 4 sin( )cos( ) 4

2 sec( ) cos( ) 2 sin( )
,

2( 2 )cos ( ) 4 sin( )cos( ) 4

pp
u q r p

p rq p

p

p rq p

  

  

  

  

      
     

        

      
 

        

 

 

 
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2 2 2
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      
 
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Family 2: When 
2 4 0p q r   and 0p q   (or 0r q  ), the soliton and soliton-like solutions of Equation (10) are, 
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where 
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p q r   , 
4 2 2 2( 8 r 16 )x p p q q r t      and p , q , r  are arbitrary constants. 
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where A  and B  are two non-zero real constants and satisfies the condition 
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Family 3: When 0r   and 0p q  , the solutions of Equation (10) are, 
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Family 4: When 0q   and 0r p  , the solutions of 

Equation (10) are, 
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where 1c  is an arbitrary constant. 

Because of the arbitrariness of the parameters p , q  

and r  in the above families of solution, the physical 
quantities u  and v  may possess rich structures. 

Graph is a powerful tool for communication and 
describes lucidly the solutions of the problems. 
Therefore, some graphs of the solutions are given below 
(Graph 1a to h). The graphs readily have shown the 
solitary wave form of the solutions. 
 
 
New approach of (G`/G)-expansion method 
 
To convert Equation (10) into ODE we used the following 
transformation 
 

    (17) 

 

where  and  are arbitrary constant. Substituting 
Equation (17) into (10) and using the chain rule and 

 we obtain 
 

    (18) 
 

Integrating the above equation once, ignoring the 
constant of integration equal to zero we have the 
following equation 
 

 
 

For m = 2, we obtained the trail solution 
 

  (19) 

 

where  satisfying the following Riccati equation 
 

 (20) 

 

Putting Equation (20) into (18) coupled with auxiliary 
equation; the Equation (18) yields an algebraic equation 

involving power of  as 

 

 

 

Compare the like powers of  we have system of equations 
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(a)                                                                    (b) 

 

   
(c)                                                                        (d) 

 

   
(e)                                                                           (f) 

 

   
(g)                                                                          (h) 

 

Graph 1. Solitons corresponding to solutions (a) 1u  for 1p q r    (b) 2u  for 

1, 2p q r    (c) 8u  for 2p q r   (d) 13u for 3, 2, 1p q r   (e) 14u  for 

2, 1, 0.5p q r   (f) 20u  for 3, 1, 2p q r   (g) 26u  for 1.5, 1, 0p q r   (h) 27u  for 

0, 1, 0p q r   . 
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Solving the above system for unknown parameters, we have the following solution sets. 
 
 
1st solution set 
 

  

 

Family 1: When  

 

 

 

where  

 

Family 2: When  and  or  and  

 

 

 

where   

 

Family 3: When  and  

 

 

 

where  

 

Family 4: When  and  

 

 

 

where  

 

Family 5: When  and  

 

 

 

where  
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                             (a)                                                             (b)  
 

Graph 2. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values of 

parameters. 
 
 
 

In all cases  

Graph 2a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 
 
 

2nd solution set 
 

 
 

Family 1: When  
 

 

 

where  

 

Family 2: When  and  or  and  
 

 

 

where   

 

Family 3: When  and  
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                            (a)                                                                                    (b)  
 
Graph 3. (a) 2D and (b) 3D periodic wave solutions of Equation (10) for different values of parameters. 

 
 
 

where  

 

Family 4: When  and  
 

 

 

where  

 

Family 5: When  and  
 

 

 

where  

 

In all cases  

 

Graph 3a and b show 2D and 3D periodic wave solutions of Equation (10) for different values of parameters. 
 
 

3rd solution set 
 

 



1850          Int. J. Phys. Sci. 
 
 
 

Family 1: When  
 

 

 

where  

 

Family 2: When  and  or  and  
 

 

 

where   

 

Family 3: When  and  

 

 

 

where  

 

Family 4: When  and  

 

 

 

where  

 

Family 5: When  and  

 

 

 

where  

 

In all cases  

 
Graph 4a and b show 2D and 3D periodic wave solutions of Equation (10) for different values of parameters. 
 
 

(U`/U)-expansion method 
 

For m = 2, we obtained the trail solution 
 

   (21) 
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                                       (a)                                                                   (b)  
 

Graph 4. (a) 2D and (b) 3D periodic wave solutions of Equation (10) for different values of parameters. 

 
 
 

where  satisfying the following Riccati equation 

 

     (22) 

 
Putting Equation (22) into (18) coupled with auxiliary equation; the Equation (18) yields an algebraic equation involving 

power of  as 

 

 

 

Compare the like powers of  we have system of equations 
 

  

 

  

 

  

 

  

 

  

 

  

 

  

 
Solving the above system for unknown parameters, we have the following solution sets 
 
 
1st solution set 
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                            (a)                                                            (b)  
 

Graph 5. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values of 

parameters. 
 
 
 

Substituting the solution set into trial solution 
 

 

 

Graph 5a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 
 
 

2nd solution set 
 

  

 

Substituting the solution set into trial solution 
 

 

 

Graph 6a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 
 
 

3rd solution set 
 

  

 

Substituting the solution set into trial solution 
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                            (a)                                                               (b)  
 
Graph 6. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values of 

parameters. 
 
 
 

         
                            (a)                                                           (b)  
 
Graph 7. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values 

of parameters. 
 
 
 

Graph 7a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 
 
 

4th solution set 
 

  

 

Substituting the solution set into trial solution 
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                               (a)                                                           (b)  

 

Graph 8. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values of 
parameters. 

 
 
 

     
                                (a)                                                        (b)  
 

Graph 9. (a) 2D and (b) 3D travelling wave solutions of Equation (10) for different values of 
parameters. 

 
 
 

Graph 8a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 
 
 

5th solution set 
 

  

 

Substituting the solution set into trial solution 
 

 

 

Graph 9a and b show 2D and 3D travelling wave solutions of Equation (10) for different values of parameters. 



 
 
 
 
Conclusion 

 
Alternative ( / )G G -expansion along with the generalized 

Riccati equation and (U
`
/U)-expansion methods are 

successfully used for searching abundant exact travelling 
wave solutions to the (1+1)-dimensional CDG equation 
with the help of symbolic computation. Numerical results 
re-confirm the efficiency of the proposed algorithms. It is 
concluded that suggested schemes can be extended for 
other kinds of NLEEs in mathematical physics. 
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In this paper, we present a study of tuneable equilateral triangular shaped spilt ring resonator (ETSRR). 
In this ETSRR we rotate the inner and outer rings by varying the position of the splits in rings. For this 
we used radio frequency microelectromechanical system (RF MEMS) switches. By making MEMS 
switches ON/OFF, the positions of splits in the rings were varied which can be considered as rotation of 
rings. As we rotate the inner and outer rings (by varying the position of splits), the configuration is 
tuned to different frequency from its basic configuration, thus we get tunability. 
 
Key words: Split ring resonator (SRR), metamaterials, equilateral triangle, radio frequency 
microelectromechanical system (RF MEMS) switch. 
 

 
 
INTRODUCTION 
 
Nowadays, metamaterial becomes most popular among 
the researchers because it shows simultaneously 
negative values of effective permittivity (εeff) and effective 
permeability (µeff) over a common frequency band. 
Metamaterials are also regarded as left handed materials 
(LHMs) or negative refractive index materials (NIMs) 
because these materials exhibits the properties like 
backward propagation, reverse Doppler effect and 
reverse Vavilov - Cerenkov effect which are not 
possessed by natural material (Ziolkowski, 2003). The 
negative values of effective permittivity (εeff) can be 
obtained by using metal rod and effective permeability 
(µeff) can be obtained by Split ring (Huang et al., 2010). 
The design of metamaterial based on shape and 
geometry is most popular work among the others. 
Various types of ring type structures like  circular, square,  

U-shaped, S- shaped, Ω- shaped, elliptical shaped, phi-
shaped (Sharma et al., 2011) have been proposed till 
now. The split ring resonator (SRR) structures which are 
most famous, circular or rectangular. The triangular 
shaped metamaterial resonator was first studied by 
Sabah and Uckun (2008) although now few studies are 
there in literature (Zhu et al., 2009; Jalali et al., 2009; 
Sabah, 2010). Metamaterials can also be used in 
antenna designing to enhance the gain and directivity of 
the antennas (Wu et al., 2005; Lee and Hao, 2008; Gil et 
al., 2006; Qureshi et al., 2005).  

Compared to PIN diodes and FET transistors, RF 
MEMS switches have better performance in terms of 
isolation, insertion loss, power consumption and linearity 
(Muldavin et al., 2000a, 2000b). 

Wang et al. (2008) purposed a theory  about  SRR  with  
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Figure 1. Equilateral triangular spilt ring resonator with 
splits and RF MEMS switches in each arm.  

 
 
 

 
 

Figure 2. The structure of RF MEMS shunt switch. 

 
 
 
rotated inner ring to analyze the controllability of its 
magnetic resonant frequency. The inner ring was rotated 
by means of control bars and by rotation of inner ring as 
the angle between the two splits decreases magnetic 
resonant frequency increases. 

Sabah (2010) proposed tuneable metamaterial (MTM) 
structure composed of triangular spilt ring resonator and 
wire strip. These MTMs are formed from FR4 and 
RT/duriod 5880 substrates show tunability in terms of 
substrate thickness. The results shown are very 
promising.  

The rotation of rings can also be achieved by putting 
splits in each arm of rings and then the position of splits 
can be made ON/OFF by using MEMS switches. By this, 
the magnetic resonant frequency gets shifted and thus 
getting tunability. 

In present paper, authors have obtained frequency 
tuneable MTM triangular SRR (Sabah, 2010)  by  rotating  

 
 
 
 
the inner (Wang et al., 2008) and outer ring. The rotation 
of rings is implemented by change in position of splits in 
each arm by using MEMS switches. Excellent 
performance is achieved.  
 
 
DESIGN  
 
In this design, RogersRT /duriod5880 (relative permittivity 
= 2.2) is used as a substrate with a thickness of 0.8 mm 
.The length and width of the substrate is 28 and 30 mm, 
respectively. The dimensions of outer ETSRR base 
length is 22.52 mm and height is 19.5 mm; 8.66 and 7.52 
mm for inner ETSRR.  

The separation between outer and inner ETSRR is 9.5 
mm from vertex of outer ETSRR to base of inner ETSRR. 
The width of each strip is 0.5 mm. The split gap in each 
ETSRR is 1.0 mm. Splits are made at each arm of inner 
and outer ETSRR along with RF MEMS switches placed 
in each split. Switches S1, S2, S3 are placed in inner 
ETSRR and switches S4, S5, S6 are placed in outer 
ETSRR. The proposed design is shown in Figure 1. 

The structure of RF MEMS shunt switch (Figure 2) 
consist of thin metal (gold in this case) membrane bridge 
that is suspended over the central conductor of coplanar 
waveguide (CPW) and fixed on the ground conductor. 
The dimensions of shunt switch are: length of the bridge 
= 200 µm, width of the bridge = 90 µm, thickness of the 
bridge = 2 µm, silicon nitrate (relative permittivity = 7) is 
used as the dielectric having a thickness of 0.2 µm, air 
gap between lower conductor and upper conductor is 0.9 
µm.  

When a switch is in ON position in a particular arm, that 
means there is no split in that particular arm; whereas, 
when the switch is in OFF position, then it means there is 
presents of a split in that arm. The whole structure is 
designed and placed in two port waveguide formed by a 
pair of both perfect magnetic conductor (PMC) walls in z-
direction and perfect electric conductor (PEC) walls in y-
direction. The whole structure is excited by an 
electromagnetic wave with propagation vector in x- 
direction. The structure is designed and simulated by 
using Ansoft HFSS simulator, finite element based 
electro-magnetic mode solver. 

To show the physical properties of the designed 
structure, S parameters are calculated and effective 
permeability is extracted by using effective parameter 
retrieval method (Smith et al., 2005). 

 
 
ANALYSIS AND DISCUSSION 

 
Metamaterials type structures can be considered as LC 
resonant circuit whose resonance frequency can be 

determined by ω = . When the switch S4 was 

OFF in outer ETSRR and switch S1 was OFF in inner 
ETSRR, while rest of switches were ON (Figure  3a);  the  
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Figure 3. ETSRR Configuration: When switch S4 in outer ETSRR is OFF and (a) switch S1, (b) switch 
S3, (c) switch S2 in inner ETSRR are OFF; and rest of the switches are ON. 

 
 
 

 
 

Figure 4. (a) minimum of transmission (S21) in dB, (b) dip in phase of S21 (rad), (c) effective permeability, (d) Zoom 
of effective permeability. 

 
 
 

minimum of transmission (S21) was observed at 11.66 
GHz (Figure 4a, red curve), the dip in phase of S21 was 
observed at 11.63 GHz, (Figure 4b), red curve), negative 
permeability occurred in frequency regime 11.65 GHz ~ 
11.69 GHz (Figure 4c), red curve), but they overlap  each 

other at frequency 11.66 GHz. Because of negative 
permeability, EM waves cannot transmit through the 
structure which result in dip in transmission spectrum. In 
the original ETSRR the angle between two splits is π.  

Now, when we  rotated  the  inner  ring  by  making  the  
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Figure 5. ETSRR Configuration: When switch S1 in inner ETSRR is OFF and (a) switch S4, (b) switch 
S6, (c) switch S5 in outer ETSRR are OFF; and rest of the switches are ON. 

 
 
 

 
 

Figure 6. (a) minimum of transmission (S21) in dB, (b) dip in phase of S21 (rad), (c) effective 
permeability, (d) Zoom of effective permeability. 

 
 
 

switch S1 transit from OFF to ON position and S3 or S2 
were transited from ON to OFF position in inner ETSRR 
(S4 in outer ETSRR remained OFF) while rest of the 
switches remained as they were (Figure 3b, c); the 
minimum of transmission (S21) were shifted to higher 
frequency 11.67 GHz (Figure 4a) blue curve) and 11.70 
GHz (Figure 4a) black curve), and the dip in phase of S21 

were also shifted to higher frequency (Figure 4b) blue 
and black curve); accordingly, the negative permeability 
frequency  regime  shifted  to  11.66  GHz ~   11.73   GHz 

(Figure 4c, blue curve) and 11.67 GHz ~11.96 GHz 
(Figure 4c, black curve), respectively. Thus, by rotating 
the inner ring, the angle between the two splits 
decreases, so the resonant frequency shifted to higher 
side. 

When we rotated the outer ring by making the switch 
S4 transit from OFF to ON position and S6 or S5 were 
transit from ON to OFF position in outer ETSRR (S1 in 
inner ETSRR remained OFF) while rest of the switches 
remained as they  were  (Figure  5b, c);  the  minimum  of  



 
 
 
 
transmission (S21) were shifted to higher frequency 11.65 
GHz (Figure 6a, blue curve) and 11.68 GHz (Figure 6(a) 
black curve), and the dip in phase of S21 were also shifted 
to higher frequency (Figure 6b, blue and black curve ); 
accordingly, the negative permeability frequency regime 
shifted to 11.65 GHz ~ 11.68 GHz (Figure 4(c) blue 
curve) and 11.65 GHz ~11.86 GHz (Figure 4(c) black 
curve), respectively. Thus, by rotating the outer ring, the 
angle between the two splits decreases, so the resonant 
frequency shifted to higher side. 

Thus, we can control the magnetic resonant frequency 
by rotating the inner and outer ETSRR. In each case, the 
configuration is tuned to different frequency. If we 
compare this with purposed technique in Sabah (2010) in 
which he got tunability by varying the substrate thickness; 
the technique presented in this paper is easy to get 
tunability because in this we rotate the rings by means of 
MEMS switches (making then ON/OFF to make splits 
present or not); as well as from technique presented in 
Wang et al. (2008) in which they rotated the inner ring by 
using control bars. 
 
 
Conclusion 
  
In this paper we design an equilateral triangle shaped 
split ring resonator with their basic configuration. Then we 
varied the position of splits in inner ring by using RF 
MEMS switches (making them ON/OFF) that was 
considered as the inner ETSRR was rotated. So by 
rotation of inner ring, the configuration was tuned to 
different frequency. Similarly, when we rotated the outer 
ring by varied the position of splits in outer ring using 
MEMS switches; the configuration was again tuned to 
different frequency. So, by rotation of inner or outer ring, 
we can control the magnetic resonant frequency and thus 
we get tunability. This ETSRR can be used in antenna 
design to obtain high directivity and high gain of the 
antennas. 
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Both traffic accident reconstruction and responsibility confirmation of traffic accident depend on crash 
scene diagramming and crash simulation. However, mistakenly recorded road geometry of the crash 
scene usually causes misunderstandings in the crash scene diagramming and thus the result of 
accident reconstruction is untrustworthy. Research has thus been continuously done to solve the 
problem. This study proposed a Google Map-based accident reconstruction system integrating 
functions of crash scene diagramming and crash simulation. The modulus of crash scene diagramming 
includes positioning of accident location, Google satellite map and Google Sketch Up to accurately 
present road geometry and accident vehicle position information. The modulus of crash simulation 
refers to the vehicle dynamic differential equations generated using the Newton-Euler formulation, and 
enhances with the calculation of momentum conservation in the collision to predict the vehicle 
dynamics after collision. The system developed in this study was validated using a real case. The 
results showed that a crash scene diagramming correctly drawn on the Google satellite map was an 
ideal platform to present the crush simulation, and help people understand or make a judgment for 
accident authentication. 
 
Key words: Accident reconstruction, Google map, crash scene diagramming, crash simulation. 

 
 
INTRODUCTION 
 

The crash scene diagramming is important for making 
a judgment on accident authentication as it is used to 
interpret the crash scene and to be frequently contrasted 
with the police accident record to reconstruct the accident 
scene. In order to clean up the obstacles on the road 
after a traffic accident and restore the passage as soon 
as possible, the police used to make a sketch of crash 
scene first at the accident site, using paper and pen. 
Then based on the sketch the police would further draw a 
crash scene diagramming using computer software for a 
formal police  report.  Nowadays  the  software  of   crash 

scene diagramming has developed well to support police 
and it has been on the market for a period of time. Crash 
Zone (The CAD Zone, Inc., 2012) is a full-functioned 
software of crash scene diagramming and crash 
simulation. It is used to draw a 2-D crash scene 
diagramming according to the data measured by police 
from the accident site. The 2-D diagramming can be 
further transformed to a 3-D scene. With the built-in tools, 
Crash Zone calculates the sliding speed and angle of 
each vehicle after crash. Then the traffic accident is 
reconstructed and showed with an animation after setting 
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specific before-crash driving paths to separate vehicles. 
Easy Street Draw (A-T Solutions Inc., 2012) can be used 
to draw a 2-D crash scene diagramming by selecting a 
pre-drawn street diagram and editing the diagram 
according to the real road geometry from the accident 
scene. With the items in its built-in traffic symbol 
database, the process of crash scene diagramming is 
speeded. The office of Traffic Accident Management in 
China developed the traffic accident scene scale map 
software (2012) that could quickly draw a scale map of 
crash scene diagramming according to measurements 
recorded in a crash scene sketch and using built-in 
objects in the software such as people, vehicle, road, tyre 
skid mark, and debris. An Hui Keli Information Industry 
Co., LTD (2012) also developed a crash scene 
diagramming system with a laser range finder for police 
officers to quickly manage traffic accident. The system 
offers functions of zoom-in and zoom-out, symbols of 
automobile, non-automobile, human body, path, road, 
and accident type, and geometry database of line, curve, 
rectangle, circle, and ellipse. The commercially available 
software has its own characteristics, however, the 
accuracy of the crash scene diagramming in road 
geometry done by those software is based on a crash 
scene sketch and measurements recorded by police 
officers. In addition, not all package software has the 
function of CAD to set relations between different 
dimensions and maintain the same scale when plotting 
multiple lines and curves, and therefore, the defect 
usually causes misunderstanding in the relative positions 
of the human body, vehicle, tyre skid mark, and debris. If 
the road geometry of the crash scene is not completely or 
mistakenly recorded, it usually causes scale distortion in 
the crash scene diagramming. Most of the problems are 
not easily detected in the process of drawing crash scene 
diagramming, and the correction of drawing always takes 
much more time to finish. 

The crash scene diagramming can also be made from 
photographs. Fenton and Kerr (1997) presented a 
technique that enables the user to create an accurate 
accident scene diagram from one photograph of the 
accident scene, by using a combination of processes 
called Inverse Camera Projection and Photographic 
Rectification. Chen and Chao (2006) also developed a 
fast mapping system for road accident by using digital 
close range photogrammetric technology. The software 
includes some functions such as reading the accident 
image, picking up the calibration points, calibrating, 
picking up the measurement points, computing the 
measurement points and mapping. In combination with 
iWitness and Crash Zone software, Hamzah et al. (2010) 
reconstructed accident scene using close-range 
photogrammetric technique to accurately map the crash 
scenes. 

It is difficult to come to a decision for traffic accident 
judgment just from an accident scene and crash scene 
diagramming. The statements  of  the  parties  in  inquiry 
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record are therefore always used to help understand the 
driving path and direction of the party before traffic 
accident, the reaction behavior of the party handling 
vehicle to respond to emergency. The accident is then 
reconstructed with all the relative materials from crash 
scene and party statements to infer a conclusion. 
However, the party statements may not be completely 
trusted and lead to a distorted accident analysis as the 
party cannot correctly describe his driving path and 
reaction behavior because he was terrified during an 
accident, or the party describes a false statement 
because he intends to flinch his legal responsibility for 
an accident. To overcome the problem, a crash 
simulation constructed on crash scene diagramming can 
offer the requirements on accident reconstruction and 
responsibility confirmation of traffic accident. The crash 
simulation programming in commercial software is well 
developed. PC-Crash (MEA Forensic Engineers and 
Scientists, 2012) is a collision and trajectory simulation 
tool that presents 2D or 3D motor vehicle collisions with 
its own modulus of crash scene diagramming. 
Kinematics and dynamics moduli are adopted in the 
software to simulate vehicle dynamic behaviors. The 
kinematics modulus is used to calculate the average 
acceleration of the vehicle from the accelerating or 
braking force acting on tyres. Then the acceleration is 
integrated to obtain the velocity and displacement of the 
vehicle. The dynamics modulus is used to calculate the 
longitudinal and lateral forces acting on tyres according 
to the tyre slip angle, accelerating or braking force, and 
reaction force from suspension system. The forces 
acted on tyres are then transformed to vehicle body to 
obtain vehicle’s linear and angular acceleration. PC-
Crash was first validated by Cliff and Montgomery 
(1996). The staged collisions were reconstructed using 
PC-Crash and the trajectories were compared to actual 
measurements of the skid marks and rest positions. 
HVE (Engineering Dynamics Corporation, 2012) is a 
platform for 3D simulation. The EDC’s accident 
reconstruction packages, EDCRASH and EDSMAC, are 
operated in HVE. EDCRASH calculates impact velocity 
and impact gravity based on accident side and vehicle 
damage measurements. EDCRASH is suited for two-
vehicle accidents and collisions with immovable 
barriers. EDSMAC analyzes vehicle response before, 
during and after impact. Accident investigators can also 
determinate impact velocity and impact gravity using 
EDSMAC. M-smac and M-crash (McHenry Software, 
2012) are accident reconstruction packages developed 
by McHenry software, Inc. using SMAC and CRASH3 
model, respectively. The packages can present their 
simulation results on crash scene diagramming plotted 
using general CAD software. Johnson et al. (2009) 
reconstructed delta-V, the vehicle change in velocity, for 
a series of side impact crash tests using reconstruction 
code CRASH3, and then compared the reconstructed 
delta-V   with   the  delta-V  recorded  by  the  crash  test 
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instrumentation to determine the accuracy of the 
reconstructed value. WinSMAC and WinCRASH 
(Trantech Corporation, 2012) in ARSoftware are 
accident reconstruction programs developed by 
Trantech Corporation improving SMAC and CRASH3 
algorithms for Windows version. The programs can 
predict velocity change before and after collision and 
display results in a 2D diagram. WinSMAC and 
WinCRASH are priced at $769 and $469, respectively. 
Niehoff and Gabler (2006) investigated the accuracy of 
WinSmash delta-V estimates as a function of crash 
mode, vehicle body type, and vehicle stiffness. 
WinSmash, a direct descendant of crash reconstruction 
software CRASH3, was found to underestimate delta-V 
by 23% on average. Johnson and Gabler (2012) further 
used vehicle damage to estimate absorbed energy and 
applies momentum conservation to estimate ΔV.  

The function and feature of the software for crash 
scene diagramming and accident reconstruction 
mentioned above are listed in Table 1. The table 
indicates that only a few packages own both functions of 
crash scene diagramming and crash simulation, 
however, these packages are closed systems. Most 
packages own one function only, and cannot be 
extended or integrated with other packages. Therefore, 
this study developed a Google Map-based accident 
reconstruction system that consisted of crash scene 
diagramming and crash simulation. With the system, the 
crash diagramming can be easily and precisely drawn 
on a Google map by on-duty police officers using built-in 
objects from database, and the crash simulation is then 
clearly animated on the Google map for making a 
judgment of accident authentication. 
 
 

METHODS 

 
The system structure of a Google Map-based accident 
reconstruction system is shown in Figure 1. The system consists of 
crash scene diagramming and crash simulation. The modulus of 
crash scene diagramming integrates road network digital maps, 
Google satellite view, Google SketchUP, and the modulus  of  crash 

 
 
 
 
simulation includes vehicle dynamic simulation and crush simulation 
programs. 

The road network digital maps belonging to Ministry of 
Transportation and Communication, Taiwan, is a database of map 
layers with latitude and longitude coordinates. The latitude and 
longitude coordinates of a location in urban area with an address, 
an intersection, and a point in rural area without address can be 
found using different methodologies. By entering address of a 
location, the latitude and longitude coordinates of the location with 
address is easily found. By disassembling the names of the streets 
meeting at an intersection and comparing the words in the street 
name with database, the latitude and longitude coordinates of the 
intersection is also easily found. For a point in rural area without 

address or street name, the coordinate information on Taiwan 
Power Company’s grid numbers, available on every electric pole 
and switching box throughout Taiwan, can be transformed into 
latitude and longitude coordinates by grid conversion computation. 

With the latitude and longitude coordinates of a location wherever 
in urban or rural area, the satellite map of an accident site can be 
obtained from Google’s mapping service. The satellite map is then 
imported into Google SketchUp as a base map, and the modulus of 
crash scene diagramming is done in the environment of Google 

SketchUp. Google SketchUp is a 3D model builder software, and it 
offers functions of line, curve, color etc. in graphic tools to draw 
traffic lane lines or zebra stripes on a crash scene diagramming 
easily step by step. In addition, traffic symbols such as cars and 
trucks, traffic signs and road markings, roadway objects etc. can be 
built in advance in database. Then a symbol needed in accident 
reconstruction is selected, stamped onto a diagram, and modified 
by adjusting its magnitude and direction to simplify the process of 
drawing traffic symbol. Locating the vehicle after accident and size 
marking are the last steps to finish a crash scene diagramming. A 
fixed object such as a traffic light pole in the accident scene is 
usually used as a datum point to locate the position of the vehicle 
after accident. After selecting a datum point and importing 
horizontal and vertical distances between the vehicle’s front and 
rear tyres and the datum point, the accident vehicle can be 
automatically located to exact position on the diagram in Google 
SketchUp. Finally, size marking can be done using size marking 

tool in Google SketchUp. 
The vehicle dynamic simulation program calculates driving path 

before the vehicle crushed. The formulas of vehicle dynamics in the 
program are derived referring to Light Vehicle Driving System 
(Andrzej, 1992). Based on Newton-Euler Formulation, the vehicle 
dynamic differential equations are generated to obtain the vehicle’s 

longitudinal accelerationU , lateral acceleration V , and yaw angular 

acceleration r : 
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is the steer angle of each wheel. 
Then the velocity U, V, r of the vehicle are obtained by integrating 

the vehicle’s acceleration: 
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Table 1. The function and feature of the software for crash scene diagramming and accident reconstruction. 
 

Software Crash scene diagramming Crash simulation Database Price 

Crash Zone    $699 

Easy Street Draw  —  $199 

The office of traffic accident management in China  —   

AnHui Keli Information Industry Co., LTD  — —  

PC-Crash    $4,995 

HVE     

m-crash/ m-smac —  —  

WinCRASH/ WinSMAC —  — $469/$769 

 
 
 

 
 
Figure 1. The system structure of a Google Map-based accident reconstruction system. 
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and the position X, Y,  of the vehicle are obtained by integrating 
the vehicle’s velocity: 
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The crush simulation program, based on the law of momentum of 

conservation, calculates velocity vectors )Y,X(
aa
   and yaw 

angular velocity a
r   of vehicle A after vehicle collision: 

 

))t(Y),t(X(
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Na
V   and Na

V  are the velocity components of vehicle A in the 

normal direction of collision plane after and before collision, 
respectively. ma and mb are the mass of vehicle A and B, and e is 

the coefficient of restitution. )y,x(
abab

  is the tangent directional 

unit vector of collision plane of vehicle A. 

The position Xa, Ya, a
  of the vehicle A after collision are 

 

)t(Xdt)t(X)t(X
nana1na




  

)t(Ydt)t(Y)t(Y
nana1na




                                                   (5) 
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The velocity and position of vehicle B after  collision  are  derived  in  
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Figure 2. The original hand-drawn crash scene diagramming for a 

real traffic accident case. 

 
 
 
the same process. 

 
 
RESULTS 
 
Owing to the complexity of traffic accident, the accident 
reconstruction and analysis are quite difficult. To exclude 
unreasonable or unexplainable phenomena caused by 
unpredictable conditions, the validation of the newly 
developed system in this study first focuses on a 
relatively simple real case analyzed by a specialist 
previously (Chen, 2005). 

The real traffic accident case for system validation is 
selected from a case study of crush between two 
passenger cars (Chen, 2005). The original hand-drawn 
crash scene diagramming is shown in Figure 2. 
 
 
Crash scene diagramming 
 
The first step of drawing a crash scene diagramming is 
downloading a Google Map as a base map. To save time 
and avoid typing error, a pull-down menu is developed in 
the system for importing street names. By clicking on the 
pull-down menu, the names of two streets meeting at  the 

 
 
 
 
intersection where an accident was happened are 
selected one by one, as shown in Figure 3a and b. In 
addition, an application programming interface is 
programmed to be used as an interface by road network 
digital maps and Google satellite maps to communicate 
with each other. Without entering the website of Google 
Map API Service, Google satellite view and GPS 
coordinates are directly shown in the system, as shown in 
Figure 3c and d, using the application programming 
interface. 

The second step is importing the Google satellite view 
of the intersection where the real accident case as a base 
map, shown in Figure 4a. Then road markings such as 
compulsory ahead only, compulsory turn right ahead, 
yellow box junction etc. beforehand built in the traffic 
symbol database of Google SketchUp are selected and 
stamped onto the base map. A crash scene diagramming 
is finished by adjusting the road marking’s magnitude and 
direction to fit the base map, shown in Figure 4b. 
 
 
Crush simulation 
 
Follow the driving conditions derived from the analysis in 
the reference (Chen, 2005); the driving routes and driving 
behavior sequence of the two passenger cars were set in 
the system. The ranges of speed entering the intersection 
are 80~84 and 32~34 km/h, respectively for car A and car 
B, respectively. By trying out various speeds for car A 
and car B until the simulation results, including the 
location of vehicle impact, and the locations of the 
vehicles coming to rest after impact, coincide with the 
locations recorded by police at accident scene. It was 
found that setting the initial velocity of car A and car B 
entering the intersection to 83 and 34 km/h, respectively 
results in a simulation relating well with the known facts. 
Figure 5a~c show the results of simulation presented on 
the Google map for vehicles before, at, and after crush, 
respectively. 
 
 
DISCUSSION 
 

The diagram shown in Figure 2 clearly shows the 
positions of the two accident vehicles, however, only part 
of the intersection is drawn. In addition, road dimensions 
are not recorded completely and road geometry is thus 
not correct. The drawbacks and mistakes of the hand-
drawn crash scene diagramming are clearly revealed by 
the diagram. As contrasted with the hand-drawn sketch of 
crash scene from police, it is evident that the proposed 
system in this study offers more information about the 
road geometry for further making a judgment on accident 
authentication. The system is also an accurate, speedy, 
free and opened software for police officers to manipulate 
traffic accident. 

For the real accident case of crush between two 
passenger   cars,   the  analysis  in  the  reference  (Chen,  
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                                                              (a) 
 

 
                                                              (b) 
 

 

 
 
Figure 3. To select the (a) first and (b) second street name at the intersection where an accident 

happened by clicking on the pull-down menu. 

 
 
 
2005) derived the drivers’ behaviors before the crush 
from reports made by police, and evidences left behind at 
the accident scene. Car A entered the interaction at the 
speed of 80~84 km/h, then applied brakes to reduce 
speed with a deceleration of around 10 m/s

2
, and a skid 

mark was left around 14 m. On the other hand, car B 
entered the interaction at the speed of 32~34 km/h, then 
applied brakes to reduce  speed  with  a  deceleration   of 

around 10 m/s
2
, and a skid mark was left around 4 m. 

When the two cars collided with each other, the speeds 
of car A and car B were around 53~58 and 10~15 km/h, 
respectively. The location of vehicles impact, and the 
location of vehicles coming to rest after impact, analyzed 
by the reference are shown in Figure 6. As the initial 
velocities of car A and car B entering the intersection are 
set to 83 and 34 km/h in  a  simulation  using  the  system  
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Figure 3c. GPS coordinates are directly shown in the system without entering the website of Google 
Map API Service. 

 
 
 

 
 

 
 

Figure 3d. Google satellite view is directly shown in the system without entering the website of 

Google Map API Service 
 
 
 

proposed in this study, the location of vehicles impact can 
be presented on the crash scene diagramming. The 
results are further compared with that from the reference. 
Figure 7a shows the diagram of vehicle impact location 
given in this study and that from the reference separately, 
and Figure 7b is the result of superimposing the two 
diagrams. The  figure  shows  that  the  location  obtained 

from this study coincides quite well with that from the 
reference. 
 
 
Conclusions 
 
This   study  developed  a  Google  Map-based   accident  
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Figure 4a. Importing the Google satellite view of the intersection as a base map and selecting road 

markings. 
 

 
 

 
 
Figure 4b. A finished crash scene diagramming based on Google satellite map. 

 
 

 

reconstruction system. The system is a free, opened, and 
extendable software that consisted of crash scene 
diagramming and crash simulation. The results are 
summarized as follows: 
 
1. The modulus of crash scene diagramming integrates 
road network digital maps, Google satellite view, and 
Google   SketchUP.   Without   entering  the   website   of 

Google Map API Service, the Google satellite view and 
GPS coordinates of the accident location are directly 
shown in the system by operating a pull-down menu. 
Then a crash scene diagramming is done in the 
environment of Google SketchUp by selecting pre-drawn 
traffic symbols and stamping onto the Google satellite 
map. 
2.  The   modulus   of  crash  simulation  includes  vehicle  
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                                                                                   (a) 
 

 
 

                                                                                   (b) 
 

 

 
                                                                                   (c) 

 
 

 

Figure 5. Crush simulation presented on the Google map for vehicles (a) before (b) at, and (c) after crush. 
 
 
 

dynamic simulation and crush simulation programs. The 
vehicle dynamic simulation program calculates driving 
path before the vehicle crushed based on Newton-Euler 
Formulation, and the crush simulation program calculates 

velocity vectors and displacements after vehicle collision 
using the law of momentum of conservation to predict the 
vehicle motion.  
3. The results of crush simulation could be  presented  on
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Vehicles impact 

Vehicles coming to rest after impact 
 

 
Figure 6. The location of vehicles impact, and the location of vehicles coming to rest after impact, 

analyzed by the reference. 
 
 

 

 
 
Figure 7a. The diagram of vehicle impact location given in this study (left) and that from the reference (right) 

separately. 
 

 
 

 
 
Figure 7b. The result of superimposing the diagram of vehicle 

impact location given in this study on that from the reference. 

the Google map in the form of animation to help people 
understand or make a judgment for accident 
authentication. 
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